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reserving High Storage

Utiliz Over Time

g in 2004, Oracle and 3PAR
together to enable high-

ance Oracle 10g (and later 119)
ses to be deployed with cost-

t thin provisioned storage for a

tic increase in disk utilization,

Ing in up to 50% less wasted storage
city as compared to using Oracle
bases with traditional storage arrays.

© Copyright

pany, L.P. The information contained herein is subject to rc':hange without notice. @

] f



a»)’s!

hnologies for this combined
3PAR solution

racle has actively supported storage vendors’
lities with a database feature known as

IS to databases as thin provisioning is to storage.
w data to database tables and additional space is
Il automatically grow the tablespace in size.

ge array would automatically allocate physical

e tablespace growth.

Oracle Autoexten
thin provisioning ¢
autoextend. Auto
As applications a
needed, autoext
Accordingly, th
storage to sup
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Oracl

hnologies for this combined
3PAR solution

ge Management (ASM) — A purpose-built file
ager integrated in Oracle databases. ASM
atabase file management and storage
atabase deployment with thin provisioned
using ASM.

Oracle Automatic
system and volum
dramatically simp
administration. O
storage was firs
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hnologies for this combined
3PAR solution

3PAR Thin Provisi
cuts capacity, ener
storage and syste
configured autono
reservationless,
provisioned aut

— A green storage technology that dramatically
d related costs while substantially alleviating
Inistration overhead. Capacity is dedicated and
ly and in small increments from a single,
ehensively scalable reservoir, so storage is

ally, efficiently, and on an as-needed basis.
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In an ideal world, once the
tt should remain thin.

ge for an Oracle database starts thin,

But, that is often n case.

Over the Oracle dat
in a thin provisione
database through

lifecycle, the utilization of allocated storage capacity
me can decrease as changes are made to the
on operations such as:

 Dropping of a t ce or database upon deletion of transient data

* Resizing of an datafile upon shrinking a tablespace

 Addition of n
balance perf

S to an ASM disk group to accommodate growth or load
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These changes result i
build up over time to
provisioned to Oracle

creation of unused ASM disk space that can
nt for up to 50% of the total storage capacity
bases.

r reuse within ASM, but, in the absence of a
rotocol between applications/file systems and block
ay is unable to distinguish between capacity

data and valid data.

This space is availa
control communica
storage, the stora
associated with d

Therefore, the u
storage volume
utilization falls

capacity remains allocated and in use within the
the storage array. The end result is that the storage
desirable levels.
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Solution: Online, Non-Disruptive Space Reclamation for Oracle

This extension of stor efficiency is enabled by two recent innovations:

* Oracle ASM Storage Reclam
Oracle’s support of 3PAR Ui
Oracle ASRU compacts the
original size with a single c

n Utility (ASRU) — Oracle ASRU is a new utility that extends

torage with Thin Provisioning by enabling space reclamation.
disks, writes zeroes to the free space, and resizes the ASM disks to
and, online and non-disruptively.

R Thin Persistence software detects zero writes and eliminates the
pace in thin provisioned volumes—simply, quickly, and without

ence leverages the unique, built-in, zero-detection capabilities of the
AR InServ Storage Server models with Thin Built In™. Unlike

etection approaches that are slow and disruptive, 3PAR’s revolutionary
ht into the Gen3 ASIC, provides an efficient, silicon-based, zero-

ntify the unused space—quickly and without performance impact.

tion mapping capabilities of 3PAR Thin Engine—built into the 3PAR
—remap the storage volume without the unnecessary bulk. Together,
ftware and the 3PAR Gen3 ASIC deliver fast, online reclamation of unused

* 3PAR Thin Persistence
capacity associated wit
disruption. 3PAR Thin
3PAR Gen3 ASIC withi
alternative CPU-based
hardware capability,
detection mechanis
Subsequently, the vi
InForm® Operating
3PAR Thin Persist
storage capacity.
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Overview of ASRU O

Oracle ASM Storage
to reclaim storage in
no longer inuse. T
group for which sp
of zeros to region
3PAR InServ Stor
ASIC, will detect
storage.

lamation Utility (ASRU) is a stand-alone utility used
SM disk group that was previously allocated but is
RU utility, a Perl script, accepts the name of the disk
hould be reclaimed. When executed, it writes blocks
SM disks where space is currently unallocated. The
Server, using the zero-detect capability of the Gen3
zero blocks and reclaim any corresponding physical

The administr okes the ASRU utility, which
operates in th ases:
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a'® s
e, ASRU logically resizes the disks downward %
he disk group is at the allocated amount of file
serve capacity.
amount is 25 percent; however, the reserve value

« Compaction Phase — In this p
such that the amount of spac
space in the disk group, plus
The default value for the res
Is a settable option in the uti
The resize operation of the
disks.

The effect of the resize o
compressed near the begi
rebalance of the disk gro
The utility uses the appr
size of the disk group.
The next phase does
completed and verifie
rebalance, it does no
compaction portion

Therefore, it shoul

S is logical to ASM and has no effect on the physical

lon is that file data in the ASM disk group is
g of the disks which is accomplished by an ASM

te database V$ table to determine the current allocated

gin until the ASM rebalance for the disk group has
omplete. (Although this phase invokes an ASM

rm a complete extent relocation operation, just the
rebalance operation.

ally impact the environment

mpany, L.P. The information contained herein is subject to change without notice. w

© Copyright 2011 He:



* Deallocation Phase —
where the ASM disks

g this phase, ASRU writes zeros above the region
een resized.

another script called zerofill that does the writing of

It is during this de
3PAR Thin Engin

lon phase that the zero-detect algorithm within the
turn the freed storage blocks to the free storage pool.
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* Expansion Phas

to their original si

operation is alo
result in areorg

he final phase, all of the ASM disks will be resized
etermined when ASRU was started. This resize
size of the disks with respect to ASM and does not
n of file data in the disk group.
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Whe se ASRU to Reclaim Storage

e considered after several different types of events:
bases
espaces

olumes to an ASM Disk Group, which triggers an ASM
t of the data from the old volumes to the new volume(s).
the old volumes is a candidate for reclamation.

Storage reclamation sh
» Dropping one or mor
* Dropping one or mo
» Adding one or more
rebalance to move
The storage releas
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To determine whether
these operations, it is i
maintained by ASRU
during the compactio
allocated space plu
during the reclamaii
storage. Storage r
allocated physical
allocated within

ge reclamation will be beneficial after one of
rtant to consider the effect of the reserve

the utility reduces the size of the disk group
ase. The temporarily reduced size is equal to the
serve which allows active databases to grow
ocess; the default reserve is 25% of the allocated
ation is likely to be beneficial if the amount of

ge significantly exceeds the amount of storage

us the reserve.
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3PAR Hardware Architecture: Scale without
Tradeoffs

3PAR InSpire® F-Series 3PAR InSpire® T-Series
Architecture Architecture

A finely, massively, and

automatically load
balanced cluster

Host Connectivity
Data Cache
- Disk Connectivity

Passive Backplane

Legend
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Traditional Controllers

Each volume is active on
only one controller — really
“Active-Passive”

Volume is restricted to
drives behind a single
controller

Manual planning and load
balancing for each
controller

Cache not necessarily
shared

3PAR Hardware Architecture:
Scale without Tradeoffs

Mesh-Active Controllers

Each volume is active on
all controllers — true
“Active-Active”

Volume is evenly spread
across all resources

- drives

- controllers
- cache

- 10

Autonomically provisioned

Cache Coherent
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RAID efficiency & resiliency without tradeoffs

RAID ORGANIZATION SENSITIVITY

Fast RAID 5 and 6
OLTP Thoroughput

Key enablers:

— Massive parallelization

— 3PAR ASIC for XOR calculations

Normalized OLTP Workload

R10 R5 (3+1) R5 (5+1) R5 (8+1)

RAID CONFIGURATION SENSITIVITY
RS (3+1) RS (5+1) | RS (8+1)

Space

Ny ) . Test setup included four 100 GB virtual volumes connected via four
TeStEd b = =) '; AR, = HBAs to the server. The virtual volumes were statistically balanced
y e L — across available HBAs.
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Mixed Workload:
SQL Server Tests from MSFT
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OLTP Performance without and with
Sequential Workload Test Configuration
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OLTP Only Mixed Weorkload Mixed (OLTP + Sequential)
(240 Drives) (240 Drives)
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Presenter
Presentation Notes
These results demonstrate the strong, mixed-workload capabilities of 3PAR. For this test, the OLTP workload was run across all 240 drives on the 3PAR array and the performance was normalized to 100. No other workload was running on the system. This is illustrated in the blue bar on the figure.

To demonstrate the fact that the 3PAR system can easily handle mixed workloads sharing the same physical drives seamlessly, a second test was run where both an OLTP workload and a large, sequential workload were both striped across all of the 3PAR system’s 240 drives. Both workloads were run, and the performance of the OLTP workload was measured so that we could compare it to the its performance when no other workload was run. What we measured, was just a 16% decrease in performance occurred while it run simultaneously with a large, performance-intensive sequential workload.


Overview 3PAR Thin Technologies

Thin Conversion — Rapid migration from Fat to Thin allows
for easy conversion from legacy storage
environments at line speeds

— Preserve service levels without
disruption or performance impact during
migrations

Thin Persistence — Reduce storage capacity costs by
allowing “thin” volumes to stay “thin”

Thin Copy Reclamation - Reduce storage capacity costs by
reclaiming storage capacity that is

deleted but still “locked” in allocated
space

© Copyright 2011 Hewlett-Packard Development Company, L.P. The information contained herein is subject to change without notice.



Get Thin: 3PAR Thin Conversion

e Thin your online SAN storage
up to 75%

» A practical and effective solution to
eliminate costs associated with:
- Storage arrays and capacity
- Software licensing and support

- Power, cooling, and floor space 0000

» Unigue 3PAR Gen3 ASIC with built-in 0000 0000
zero detection delivers:

« Simplicity and speed — eliminate the time &
complexity of getting thin

- Choice - open and heterogeneous migrations
for any-to-3PAR migrations

- Preserved service levels — high performance
during migrations
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Presenter
Presentation Notes
Problems addressed: 
Fat to thin volume conversion from legacy storage is either not possible, or comes with tradeoffs.
File-by-file migration is tedious and time consuming
Software-based fat-to-thin conversion is slow (takes days or weeks) and is disruptive (diverts compute resources from the controllers)

Solution: 3PAR Thin Conversion
Removes allocated but unused capacity from Fat Volumes . Uses In-line zero detection eliminates unused space 
ASIC-accelerated zero detect occurs at wire speeds which means only a nominal impact on product volume performance.
Supported on Gen3 InServs (T, and F-Class)
Available for all supported hosts
No special host software required
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GENS3 ASIC CIRCUIT DIAGRAM =
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HP Education Services — 3PAR | o

HP 3PAR Managing 3PAR Disk Arrays

Category: Storage
Course length: 3 days
Level: Beginner/Intermediate

Delivery method: classroom and RAIL (Remotely Assisted Instructional

Learning = combines the best of classroom training with the best of online @
training: without the travel and with reduced ‘out-of-office’ time.

You attend our best-in-class instructor-led training from wherever you are:

home, office, anywhere)

This 3 day IDL overviews 3PAR hardware and architecture along with giving
administrators insight in to the constructs within the 3PAR array family.
Students will explore Virtual Volumes and Thin Provisioning along with
performing other administrative tasks via both GUI and CLI methods. The
class discusses local and remote data copies along with reporting,
scheduling and space management.
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Summary

As modern datacenters are constantly asked to do more with less—
especially during times of tight IT budgets—deployment of Oracle
environments on thin storage is an ideal solution to significantly reduce
storage capacity costs.

Oracle databases with ASM coupled with 3PAR Thin Provisioning
dramatically cuts capacity and related costs while substantially alleviating
storage and system administration.

Now, for the first time, with Oracle ASRU and 3PAR Thin Persistence,
organizations are not only able to achieve high storage utilization upfront, @
but are also able to maintain it over time—saving up to 50% of the space
that is otherwise occupied by allocated but unused data.

Oracle ASRU writes zeroes to this unused space while the 3PAR InServ
Storage Server with 3PAR Thin Persistence leverages built-in zero-
detection capability to intelligently reclaim space while preserving service
levels and without disruption or performance impact.

With Oracle deployed on 3PAR, achieving and maintaining high storage
utilization has never been so simple.
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